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Main issues / Brief Description:

The goal of the project is to enhance an existing statistical Machine Translation (MT) system
through the incorporation of syntactic and semantic features in the construction of translation
models.



Detailed Description:

In standard phrase-based statistical MT systems [1], translation models are built on the basis
of relative frequency counts, i.e,, Maximum Likelihood Estimates (MLE). Thus, all the
occurrences of the same source phrase are assigned, no matter what the context is, the same
set of translation probabilities. For that reason, recently, there is a growing interest in the
application of discriminative learning [2]. Discriminative translation models are able to take into
account a wider feature context. Lexical selection is addressed as a classification task. For each
possible source word (or phrase) according to a given bilingual lexical inventory (e.g., the
translation model), a distinct classifier is trained to predict lexical correspondences based on local
context. Thus, during decoding, for every distinct instance of every source phrase a distinct
context-aware translation probability distribution is potentially available.

The aim of the project is to design specific syntactic and semantic features in an existing software
for the construction of discriminative translation models. These features will be based on
automatically obtained syntactic dependency trees and semantic role structures.

The thesis work will involve:

- Study of statistical MT [1]

- Study of the application of discriminative learning to translation modeling [2]

- Study of the MOSES MT system (http://www.statmt.org/moses/)

- Study of the MLT software for the construction of discriminative translation models.

- Design and implementation of syntactic and semantic features inside MLT.

- Construction and evaluation of syntactico-semantic discriminative translation models.
- (Possibly) Participation in the International Workshop in Machine Translation.

Other comments:

- Previous knowledge of the Perl programming language is desirable (not required)
- Knowledge of Machine Learning techniques is desirable (not required)
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