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M.Sc. Thesis Description

Main issues / Brief Description [Mandatory]:

The goal of this work is to study how to equip theory solvers in the
context of SMT (Satisfiability Modulo Theories) with optimization
features and design and implement an OPT (Optimization Modulo
Theories) system for arithmetic theories for solving combinatorial
optimization problems.
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Detailed Description including a task planning [Mandatory]:

The problem of SAT consists in, given a propositional formula, to

decide whether or not it is *sat*isfiable. Over the last ten years,

SAT solvers have seen an enormous progress, thanks both to deeper
theoretical insights and sophisticated implementation techniques.

This has led to the sucessful application of SAT to industrial

problems coming from Electronic Design Automation (EDA) and Hardware
Verification.

Nevertheless, propositional logic is a too low-level language in some
contexts, e.g. in Software Verification. Very often it is more natural
to consider the problem of SMT (Satisfiability Modulo Theories), where
one has to decide whether a given ground formula in a fragment of
first-order logic is satisfiable or not modulo a background fixed
theory, for instance real/integer linear arithmetic. State-of-the-art
SMT solvers follow the DPLL(T) scheme [1], consisting of a SAT solver
that enumerates propositional models of a boolean abstraction of the
input formula and a theory solver that checks that the propositional
models are consistent with the theory. SMT solvers following this
architecture are currently being used with great success in Hardware
and Software Verification.

Given the success of SMT solvers in Verification, a natural question

is whether these tools can be applied to problems from other areas of
practical interest, e.g. Combinatorial Optimization and Operations
Research. The aim of this work is to study if SMT theory solvers can

be equipped with optimization features so that an OPT (Optimization
Modulo Theories) system can be obtained which is competitive with more
traditional Mixed Integer Linear Programming (MILP [3]) tools.

In order to achieve this goal, we plan the following tasks:

1) To develop the theoretical framework for Optimization Modulo
Theories along the lines of [2] and design the interface between the
SAT engine and the theory optimizer.

2) Based on our SAT solver Barcelogic, to implement a SAT optimizer by
means of a branch & bound algorithm.

3) Based on existing MILP tools such as CPLEX or GPLK, to implement a
theory optimizer conforming to the designed interface for the theories
of real linear arithmetic and integer linear arithmetic.

4) To study if specialized theory optimizers can be designed for
particular fragments of linear arithmetic (e.qg., difference logic [4],
where constraints are of the form x - y >= k)

5) To identify problems for which the proposed approach is better than
state-of-the-art tools. Good candidate problems are, for instance,
those that feature a rich logical structure.
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