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Brief Description: (a 4-5 lines long paragraph)

In adaptive learning a machine learning strategy must deal with nonstationary 
environments while keeping the complexity of the model/solution fixed. For 
instance, consider the case of online learning, one needs the system to learn as 
data arrives, thus the system must adapt and evolve, learning from new data 
and forgetting part of the model if it is not useful any more. In this thesis we 
plan to analyze and propose a solution to this problem from the ensemble 
learning point of view.



Detailed Description: (a half-page or one-page description, may include a brief 
task planning)

Machine Learning has evolved in many different lines of research to cope with
many of nowadays learning problems. However, there still are many open
problems and unstudied areas of research. This is the case of adaptive 
learning. In adaptive learning a machine learning strategy must deal with 
nonstationary environments while keeping the complexity of the model/solution
fixed. As mentioned formerly, consider the case of online learning, one needs 
the system to learn as data arrives, thus the system must adapt and evolve, 
learning from new data and forgetting part of the model if it is not useful any 
more. However, most of nowadays online machine learning models do not deal 
specifically with the forgetting problem. In this thesis we plan to analyze and 
propose a solution to this problem from the ensemble learning point of view. 
Ensemble learning has become one of the most fruitful and sucesful learning 
paradigms in machine learning. Algorithms such as Adaboost, Bagging, Error 
correcting output codes, model averaging, etc, are part of this learning branch. 
The main hypothesis in ensemble learning is that a set of hypotheses may be 
combined reducing the overall bias and variance of the result. In this work we 
want to focus on boosting techniques.  This master thesis is oriented to those 
of you who want to follow the master with a PhD thesis.

Planning:
(A) Analysis of adaptive learning strategies (i.e.  Learn++)
(B) Formulation of the new proposal from the point of view of ensemble
learning.
(C) Analysis of convergence of the method.
(D) Validation in non-stationary and changing environments.
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