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M.Sc. Thesis Description 
 

Main issues / Brief Description: 
 
The purpose of this work is to build a hybrid Machine Translation system joining Statistical 

Machine Translation techniques with Rule-based models. The resulting systems will be adapted to 

restricted domains such as patents and evaluated both in open and specific domains. 

 
 
 



Detailed Description: 
 
Statistical Machine Translation (SMT) [1,2] is a common paradigm for MT which offers robustness 
and flexibility, especially when one has a large amount of parallel texts available and adequate 
fragment translations can be obtained statistically. On the other hand, Rule-based Machine 
Translation (RBMT) [3] relies on linguistic rules and dictionaries to translate a sentence.  For 
certain language pairs and constrained domains this approach can provide high quality 
translation. 
 
The final goal of this thesis is to build a system with the best of each approach in an incremental 
way. The work involves:  
- Become familiar with both SMT and RBMT techniques and the standard software, mainly Moses 
and GF [4,5]. 
- Build combination baselines from the available raw systems. 
- Study different hybridisation strategies both/either led by the SMT system and/or the RBMT 
system. 
- Evaluation of the resulting systems in open and restricted domains. 
 
This is a pure research thesis, so the work plan is neither fix nor untouchable. It is however related 
to the work being done within the European project MOLTO [6], so there are some open research 
lines. In particular, for the final hybrid system we propose four possible approaches to explore: 
- A straightforward approach: Force fixed GF partial translations within a SMT system. 
More elaborated ways to integrate both strategies can be divided according to the main 
translation engine: 
- Led by SMT:  GF partial output, as phrase pairs, is integrated as a discriminative probability 
feature model in a phrase-based SMT system. 
- Led by SMT:  GF partial output, as tree fragment pairs, is integrated as a discriminative 
probability model in a syntax-based SMT system. 
- Led by GF:  Complement with SMT options the GF translation structure and perform statistical 
search to find the final translation.  
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