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M.Sc. Thesis Description 

 

Main issues / Brief Description: 

 

In this thesis paper the student will aim at developing a software tool which is R project for 

automatically dealing with the Data Fusion problems. Data fusion, is defined as the use of 

techniques that combine data from multiple sources and gather that information in order to 

achieve inferences, which will be more efficient and potentially more accurate than if they were 

achieved by means of a single source.  

 

 



Detailed Description: 

 

As its name implies, the project aims at developing a tool software for automatic data fusion. In 

this tool we called Graft. Graft applies the knn methodology and implement local computation. 

The design will be done in two completely separate modules,which enable their use  

independently. The first module will search individuals(donors) who have more in common with  

individuals(recipient) who has missing information and will be estimated. So Therefore, donor and 

recipient are placed in a common space, and each recipient will look for other individuals k similar  

among all donors (k Nearest Neighbours). The second module will have to impute the missing  

information from the neighborhood relations, between donors and recipients which have been  

found previously. 

 

To achieve this goal we must achieve other objectives listed below: 

1. Implement a fast search algorithm of the k nearest neighbors. For achieve this goal we will  

analyze the different fast knn search algorithms. 

2. Modify the search algorithm selected to be the knn to apply restrictions on the neighbors. 

3. Designing and implementing a reciprocal neighbors search algorithm . Search algorithms 

are reciprocal neighbors only if you have the k nearest neighbors, so we will find a new 

algorithm which may take advantage of this information to find the reciprocal neighbors quickly. 

4. Design and implement an imputation module. This module will incorporate various methods  

of imputation and must allow incorporation of other methods easily. 
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Minimal Requirements & Previous Knowledge: 

 

Basic knowledge on R project language 

Good background in mathematics and statistics 

Master course-lever knowledge of data mining, machine learning techniques. 

Advanced reading and writing english language skills 
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